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ABSTRACT

The most important organizational-technical indicatof production successfulness are the level
of capacity utilization and the production cycldeTaim of this paper is presenting a stochastic
model to determine the elements of production clioke, according to the results obtained for
three characteristic Serbian enterprises. Ther@iigy of the model is based on the idea of using
a work sampling method to monitor the productiorcley as one of the most significant
indicators of production effectiveness and efficierit has been experimentally proved that for a
corresponding representative set, the elements akimg time range according to normal
distribution law. Dynamically viewed, the mean walagalculations can be used to establish
control limits on three standard deviations for ith@ividual elements of working time and thus
to master the process.
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INTRODUCTION
The production cycle is the period from the entfyagroduct part or a series of products into
manufacturing to their receipt in the warehousdireéhed products. The goal is to reduce the
total production cycle time, especially that asated with different types of stoppage and the
optimization of lead time and machine time withire tsphere of machine capacity utilization.
Our investigation is directed at designing an adyjimethod for monitoring the production cycle
and its time elements by using an adapted Tippé&itsording to Barnes, R., 1957) stochastic
work sampling method. Tippet's method is based omedain number of instantaneous
observations of a certain activity, it is simpler ase and more efficient than the continual
streaming method.
The indispensible modification of the method présérby Klarin el al. (2000) aims to explain
and justify both the necessity and importance ofgithe shift level of the utilization of capacity
as the stochastic variable in determining the tae¢l of capacity utilization in the production
process by using the method of work sampling oamapte comprising 74 Serbian companies.
The conclusion drawn is that the shift level of aapy utilization as the stochastic variable in
work sampling is the model which solves the probt#fndetermining the total level of capacity
utilization in a convenient way with accurate résuDn the other hand, on the basis of Klarin el
al. (2000), Elnekave & Gilad (2006) propose a digitideo-based approach to enhance work
measurement and analysis by facilitating the geioeraf rapid time standards, which serves as
a computerized tool for remote work measuremertt tie ability to derive the rapid generation
of time standards. The application of the modifigdrk sampling method in the processing
industry indicates that the methods of monitoriagacity utilization applied in the processing
industry such as cement production may also be ust#te metalworking industry which has a
high level of capacity utilization. Hence, the riéswf the analysis indicate that when the level of
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capacity utilization is high, this variable may bbserved per day as stochastic, while, per
machine, it may be a random variable (Klarin et 2010). It is evident that today the more
significant problem of monitoring and influenciniget production cycle (the period from the
item’s entry into the production process to theeigicof a finished product and its packing) is by
far less present in the literature.

In (Niebel, 1980) an experimental example illugsathe determination of the elements of
production cycle time, showing that production ey€ is divided into only three elements of
cycle time, C = T (running time to produce one unit of output) #(formal time to service a
stopped machine) +s{time lost by normal operator working because athine interference).

In paper by Agrawal et al. (2000) an approach tprove MRP-based production planning by
means of targeting minimal product cycle timesrisspnted. A number of works (Giri and Yun,
2005; Tzu-Hsien, 2009) consider the impact of maethireakdown on production cycle time,
while Barbiroli & Raggi (2003) studied technical dareconomic performances related to
innovations in the production cycle environment. iAmentory model is linked with production
cycle optimization in (Kun-Jen et al., 2009), wresgaper (Kodek and Krisper, 2004) gives an
optimal algorithm for minimizing production cycleme for assembly lines, using linear
mathematical programming which requires extensaleutations.

Models based on stochastic functions, or instaotamebservation methods (work sampling),
have not been encountered in literature despite Himlity to offer a simpler but accurate
enough solution to the problem.

A STOCHASTIC MODEL TO DETERMINE THE ELEMENTS OF PRO DUCTION
CYCLE TIME - THE CASES

For the purpose of analysis, the production cyglessentially divided into production time—
and non-production time, (Cala et al., 2011). The most common division of pigigbn cycle
time in literature is presented in Fig.(aa et al., 2011).
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Fig. 1 Production cycle's elements
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The first most extensive experiment concerns aarprise owned by a big German firm engaged
in manufacturing car components. Screenings weréompeed from September 19, 2011 to
November 4, 2011. Monitoring included 47 cyclesddferent series sizes (4 — 10 pieces) and
the time duration ranged from the shortest (240) rtonthe longest (420 min), with 10 - 30
instantaneous observations. The results of scrgemashown in Tabs 1, 2 and 3 where only the
first 5 cycles of 47 are given as well as the toéallt for all 47 cycles. The results are dispthye
per number of instantaneous observations of workimg elements, the percentage of their
participation in their total duration and per elernef working time, as well as the total average
values and standard deviations — SD.

Table 1 Production cycle's elements by frequenogadirrence

_— Time Production time Non-production time .
Date N, of observation Start] End f . & e Tt ] 6] 6] & N, of pieces

19.09.201 2€ 8:3C | 13:0C| 3 9 3 1 2|2 2|1 2 7
26.09.2011. 18 8:0% 1330 2 g 2 4 3 |1 1 10
23.09.2011 21 21 cancele
19.09.2011. 31 8:30 13.00 2 g K B 3 |12 |1 (2 |1 4 7
19.09.201 22 8:2C | 13:1C| 2 7 4 1 3|1 2 2 8

N

> 932 10C | 22¢€ | 11€ | 142 | 99| 47 | 3 | 25| 15| 154

Table 2 Production cycle's elements by percentafjelements

Time Production time Non-production time Toc
Date T No of (min/
P | Start | End d tn t ty bk tor ty 13 b o | pieces iece;)
19.09.2011.] 270 830 13:00 12 36 17 4 8 8 8 4 8 / 386
26.09.2011.| 325 80§ 1330 1141 27.y8 11J11  2J226.67 | 5.56 10 32.5
23.09.2011.| 310 10 10 caglce' 0
19.09.2011.] 270 830 13100 6.7 30 1818 1D 10 5.7 3 3 6.7 3.3 13.3 7 38.6
19.09.2011.] 290 820 1310 9.09 31.82 3182 455 643 4.55 8 36.3
n 100 0.107| 0.246 0127 04152 0.106 0p5 0.003 7 0.20.016 | 0.165
Table 3 Production cycle's elements by time dumatio
Time Production time Non-production time Toc
Date T No of (min/,
P | Start | End h tn t ty tok tor ty b b o | pieces iece;J
19.09.2011. | 270 830 13:00 32 97 32 11 20 22 P2 11 22 7 38.6
26.09.2011. | 325 809 1330 36 90 36 72 54 8 18 10 32.5
23.09.2011. | 310 18 31 Czndce' 0
19.09.2011. | 270 830 13:00 18 81 26 27 27 8 3 8 9 36 7 38.6
19.09.2011. | 290 82d 1310 26 92 53 1 4D 3 P6 6 2 8 36.3
s oz 1632 | a762| 1930 2413 1709 704 49 36 271 2465

It is evident from the table 1 that there were B8B2ervations in total, while the total time for all
cycles amounts to 15 293 min. The average produdti@le time -t,c is 325 min and the
average production cycle time per pielggis 56.2 min. The results are also presented by
diagrams in Figs 3, 4 and 5.
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Fig. 3 Diagram showing the levels of cycle timereats for enterprise 1

The diagram in Fig. 3 shows that the mean levglis t, /(tpeHtmHtc+ty+to) = 0.7435, while the
control limits amount toCC = pyp *+3-SDuyp=0.7435+3x0.7435x0.09735, AC=0.9606 |,
BC=0.5264, The mean levels of working time elem@gtsium, e, M, Mok have relatively stable
rates per individual cycle, i.e. when their sunakad higher, the individual levels are higher. The
control time level is never higher on account & thachine time level. If we obserug, within

wp we see thafum has the highest values compared to the other eksnand that its level
behaved within the range of normal distribution lawith an approximate mean pf,=0.244.
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Fig. 4 Machine time level for enterprise 1

However, the control limits for this level cut tayge a number of them points of this level in

Fig. 4. From the results shown it is evident thatprocess thus presented has not been mastered,
but for relatively narrow limits (AC=0.306; BC=0.2Bonly five points (values ofi;,) have
larger deviations.
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Fig. 5 Cumulative production time level for entesggrl

The cumulative value ol approaches the mean value very quickly, which aidacates the
stability of this level rate (Fig. 5). Levels of atg time have normal distribution, since
v*=3.070404 angh’=55.76, e.gy’< y1*

It is inferred that to master the process in meatahmg industry conditions with a cycle
designed for one shift duration and a correspondenrgs, it is necessary to make approximately
50 daily screenings and 1000 instantaneous obsamgatand the production cycle time is a
stochastic variable that ranges along normal distaihis example shows that the hypothesis
that it is possible to apply a work sampling metlodnonitoring the production cycle has been
proved, which represents an original approach drspthis problem.

The second experiment is related to a plant thatiygres military and firemen clothing. The
results of cycle monitoring are represented byrdiag only in Figs 6 and 7.
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Fig. 6 Diagram showing the levels of cycle timeraats for enterprise 2

Screenings were carried out from September 27, 201MNovember 13, 2011. Monitoring
comprised 26 production cycles of different typéslothing and different series sizes, from 9 —
117 pieces, with time durations from 355 min fog 8hortest to 3700 min for the longest, while
instantaneous observations ranged from 21 — 90.
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Fig. 7 Machine time level for enterprise 2

It is noticeable from the diagrams in Figs 6 anthat the rates of time element level in the
production cycle are very similar to those from fhist enterprise (Figs 3, 4, 5). Despite the
significantly lower number of production cycles ntored for this enterprise (26), the stochastic
variable of production time level is more stableinivhal deviation from the control limits is
found in two points only (two samples): No 5 whigkceeds the upper control limit AC by 0.57
per cent; (0.8064-0.8007), while the lower poing 8 exceeds the lower control limit BC by
1.84 per cent (0.5926 — 0.611). The production lienel mean iy, = 0.7092, the upper control
limit AC = 0.807, and the lower control limit BC@&611. The average levels for working time
elements amount toy = 0.1167;um = 0.2334;c = 0.1454;u, = 0.0871 anduyy = 0.1266; for
production time and the sum of times respectively= 0.7092 anduim, = 0.0664;uy = 0.0135;

o = 0.0637;up = 0.009 anduy, = 0.1382 for non-production time, or the sum ofesm,,=
0.2908.

If the presented levels are compared to thoserftargrise 1 (Tab. 1), it is evident that there are
no significant deviations in the time elements. Thghest levels of machine time afig,; =
0.246 anduyr, = 0.2334, followed by transport time levyef; = 0.152, while in enterprise 2 this
level is significantly lowefur» = 0.0871. The control time and packing time lewksot deviate
more significantly in production time, while in ngnoduction time, in both cases the level of
the other types of time approximates the sum ofatiher four timespw,: = 0.165 anduw2 =
0.1382.

Considering the results given above, the analysisilel be directed towards the problem of the
elements of transport time which can be reduceslo Ahe distribution of time elements in other
types of stoppage should be considered from a mmattieal standpoint in such a way that the
most significant stoppage will be segregated within

This indicates that experiment design and repestegenings should focus on a possible size
and frequency and whether the designed (anticipategpages per type will emerge at all. The
technical level of machine time elemenpts; deviates very little from the control limits (Fig)
which for um= 0.2334 amount to: AC = 0.2570 and BC = 0.2097.

The third characteristic experiment was carried iaua plant for manufacturing diesel engine
parts which used to be a cooperating company ferpiant producing 40 000 agricultural
tractors annually before the onset of the transipwocess in Serbia. Today, the latter plant
produces only 1000 tractors, while the former, aidiion to diesel engine parts, also produces
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spare parts for the previously manufactured tractdonitoring involved the production cycle of
injectors for high-pressure pumps (Bosch pumpsg Sdreening period was from May 16, 2011
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Fig. 8 Diagram showing the levels of cycle timereats for enterprise 3

The duration of the screening was 19 days and edvenly one shift as the plant works on a
single shift system. During that period two sepéproducts were launched, the first with 1690
pieces on May 16, 2011 and the second with 110€epien June 8, 2011. The biggest stoppages
during intensive production time in the productaytle monitoring of the two series were due to
the wait for the next machining operation, and fridume 7, 2011 to June 15, 2011 the production
process was not launched for organizational readdaspite being certified for ISO 9000 by
RUVCERT from Austria, the production organizatioteuel is very low

It is evident from the diagram in Fig. 8 that trentrol limits range from AC = 0.416 to BC =
0.26, and the mean value of production timggis= 0.2193. Within the control limits, there are
only two values ofy, for the first and third day of screening makin@ tprocess unstable.
However, irrespective of the given conditions, th@gram provides valuable practical data, so
that the production management can make effortémiarove production and shorten the
production cycle, for example, by reducing the namtf pieces per series.

DISCUSSIONS AND CONCLUSION REMARKS

It has been proved that it is possible to mastptiocess by applying a modified work sampling
method for a corresponding representative set akiwg time elements, whose range along
normal distribution law, dynamically viewed, is éled using mean value calculations to
establish control limits on three standard deviegitor some individual working time elements.
The method proposed is specific because the momgtof machine operation is not performed
per shift and day, but through production cycleretats. This method application in production
practice shows that under conditions of organizeiygction with a higher level of production
time (0.5 — 1), for a sufficient number of prodocticycles, the cycles range according to normal
distribution law and within the control limits deteined by three standard deviations. The
oscillations and means of the levels of all workinge and stoppage elements facilitate a
comparison of production over time or in similapeyenterprises and thus enable a time
reduction for the following cycles.
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Based on our experimental investigations it hasih@eved that in the practice of small and

medium-sized enterprises with serial productiois possible to design and apply a very simple
but accurate enough stochastic model to deternhi@eslements of working cycle time and in

this way optimize the duration of production cytitae.

It is proposed that further investigations showlcduis on the application and testing of the model
in other types of production, for example, assendig the like. Further analysis should be
directed at the problem of reducing the elementtafsport time, and the further division of

time elements in other types of stoppage so thatmbst important elements within time are

segregated.
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